Automatic prediction of treatment outcomes in patients with diabetic macular edema using ensemble machine learning
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**Background:** This study aimed to predict the treatment outcomes in patients with diabetic macular edema (DME) after 3 monthly anti-vascular endothelial growth factor (VEGF) injections using machine learning (ML) based on pretreatment optical coherence tomography (OCT) images and clinical variables.

**Methods:** An ensemble ML system consisting of four deep learning (DL) models and five classical machine learning (CML) models was developed to predict the posttreatment central foveal thickness (CFT) and the best-corrected visual acuity (BCVA). A total of 363 OCT images and 7,587 clinical data records from 363 eyes were included in the training set (304 eyes) and external validation set (59 eyes). The DL models were trained using the OCT images, and the CML models were trained using the OCT images features and clinical variables. The predictive posttreatment CFT and BCVA values were compared with true outcomes obtained from the medical records.

**Results:** For CFT prediction, the mean absolute error (MAE), root mean square error (RMSE), and \( R^2 \) of the best-performing model in the training set was 66.59, 93.73, and 0.71, respectively, with an area under receiver operating characteristic curve (AUC) of 0.90 for distinguishing the eyes with good anatomical response. The MAE, RMSE, and \( R^2 \) was 68.08, 97.63, and 0.74, respectively, with an AUC of 0.94 in the external validation set. For BCVA prediction, the MAE, RMSE, and \( R^2 \) of the best-performing model in the training set was 0.19, 0.29, and 0.60, respectively, with an AUC of 0.80 for distinguishing eyes with a good functional response. The external validation achieved a MAE, RMSE, and \( R^2 \) of 0.13, 0.20, and 0.68, respectively, with an AUC of 0.81.
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**Introduction**

Diabetic macular edema (DME) is the major cause of vision loss in patients with diabetic retinopathy (DR) (1). The first-line treatment choice in center-involving DME includes three loading doses of anti-vascular endothelial growth factor (VEGF) injections followed by a pro re nata regimen (2). However, approximately 30–50% of DME patients poorly respond to anti-VEGF therapy, and the resolution of macular edema remains transient and partial (2-5). Accurate prediction of treatment response to anti-VEGF therapy in these unresponsive patients on one hand might help vitreoretinal specialists switch to other potentially useful treatments, such as anti-inflammatory therapies, at early stage (4). On the other hand, many DME patients are anxious due to high cost of anti-VEGF therapy (6,7), So, patients are noncompliant to a standard treatment regimen, resulting in the deterioration of prognosis (8). For these noncompliant patients, by improving patient education, reducing psychological stress of the patients and improving their compliance might assist vitreoretinal specialists to predict accuracy on treatment outcomes associated with anti-VEGF therapy. Taken together, a precise prediction of treatment outcomes such as central foveal thickness (CFT) and best-corrected visual acuity (BCVA) after anti-VEGF therapy is considered crucial in treatment planning and delivery.

Optical coherence tomography (OCT) technology has been widely used in diagnosis and follow-up of DME. To better predict the status of DME after anti-VEGF therapy, many OCT parameters of DME that are associated with posttreatment status of DME, such as CFT, preservation of intact inner segment-outer segment junction and external limiting membrane layer, and choroidal thickness have been proposed (9,10). However, these predictions are based on clinician’s subjective experience and lacked objective unified standards.

Machine learning (ML), including deep learning (DL) and ensemble learning, has been contemporarily used for the diagnosis and prognosis predictions of many eye diseases (11-14). Numerous efforts have been made recently to accurately detect DME by ML based on OCT images due to continuous increase in the number of patients with DME (15-18). With the development of ML technologies recently, several studies have demonstrated high accuracy in predicting treatment outcomes based on clinical variables (13). With advanced ML algorithms, it has also become possible to predict the posttreatment outcomes of DME based on OCT images and clinical variables.

In the present study, an ensemble ML system consisting of four DL models and five classical ML (CML) models was developed with the aim to predict the posttreatment CFT and BCVA in DME eyes at 1 month after 3 monthly anti-VEGF injections. The four DL models were used to predict the posttreatment CFT and BCVA based on pretreatment OCT images. As the posttreatment outcomes are also associated with many clinical variables (19,20), both OCT image features extracted by the DL models, and the clinical variables obtained by five CML models to predict the posttreatment CFT and BCVA were included. We present the following article in accordance with the TRIPOD reporting checklist (available at http://dx.doi.org/10.21037/atm-20-1431).

**Methods**

To predict the posttreatment CFT and BCVA at 1 month after 3 monthly anti-VEGF injections, four DL models and five CML models were developed (Figure 1). Three benchmark DL models including AlexNet, Visual Geometry Group (VGG)16, ResNet18 and an ensemble DL scheme of these three models were trained on 304 pretreatment OCT images. For CML models, an ensemble CML scheme was integrated by using four benchmark models, including...
lассо, поддержка вектора машины (SVM), дерево решений и случайный лес. Эти четыре CML модели и вспомогательная схема машинного обучения были построены на 15 OCT-изображениях, полученных при помощи вспомогательной схемы машинного обучения. На основе OCT-изображений и цифровых данных проводилось интегрирование признаков, чтобы предсказать CFT и BCVA через 1 месяц после трехмесячных вакуолизирующих инъекций. OCT, оптическая коherence томография; DL, глубокое машинное обучение; CNN, глубокое обучение; LSTM, структура глубокого обучения; CFT, центральная толщина фoveы; BCVA, пройденная исправленная световая освещенность; DR, диабетическая ретинопатия; CML, классический машинное обучение; SVM, поддержка вектора машины.

**Dataset preparation**

From January 2016 to December 2018, 1,243 OCT images and 11,253 longitudinal records from 455 eyes were extracted from two ophthalmic settings, the Department of Ophthalmology, Guangdong Provincial People’s Hospital (GDPH) and the Department of Ophthalmology, Zhujiang Hospital of Southern Medical University (ZHSMU), of OCT device and electronic medical records. After data preparation and preprocessing, 304 OCT images and 6,348 clinical data records of 304 eyes obtained from GDPH were used as training set [the mean ± SD age was 57.14±13.90 years, and the baseline CFT and BCVA was 489.13±214.37 μm and 0.79±0.55 logarithm of the minimum angle of resolution (logMAR), respectively]. Meanwhile, 59 OCT images and 1,239 clinical data records of 59 eyes obtained from ZHSMU were used for external validation (the mean ± SD age was 56.81±13.96 years, and the baseline CFT and BCVA was 447.63±186.36 μm and 0.57±0.36 logMAR, respectively). The demographics of all patients included in this study are displayed in Table S1.

All eligible eyes with center-involving DME were included (2). Patients with retinal thickening in the macula involving the central subfield zone of 1 mm in diameter (2) and receiving 3 monthly anti-VEGF injections with complete records of all clinical variables were used and included in the prediction models. Patients with a
history of vitrectomy, and any other ocular diseases that might affect ocular circulation (e.g., age-related macular degeneration, glaucoma, retinal artery/vein occlusion, or rhegmatogenous retinal detachment), severe cataracts, or DME previously treated with intravitreal or periocular injections or pan retinal photocoagulation (PRP) within 6 months were excluded. All eligible eyes received 3 monthly anti-VEGF injections after confirmed diagnosis of DME. The anti-VEGF medications used included Lucentis (0.5 mg/injection), aflibercept (2 mg/injection) and conbercept (0.5 mg/injection). After administration of 3 injections, patients were treated according to the recommendations of the latest International Council of Ophthalmology (2). The CFT and BCVA recorded at 1 month after the third anti-VEGF injection were used as the label in the models. This study was conducted according to the Declaration of Helsinki (as revised in 2013) and was approved by the Research Ethics Committee of GDPH (Number: 2016232A). Individual consent for this retrospective analysis was waived.

The images of spectral domain OCT (SD-OCT, Heidelberg Engineering, Heidelberg, Germany) were extracted from the software Heidelberg Eye Explorer version 6.0. A custom of 20°×20° volume acquisition was used to obtain a set of high-speed scans from each eye, wherein 25 horizontal and central vertical cross-sectional B-scan images were obtained, and each composed of 512 A-scans (21). The horizontal image through the fovea was exported to OCT image dataset for manual measurement of CFT according to the simultaneous evaluation of red-free image on the computer monitor of OCT scanner (22). To establish a standardized image format of the dataset for subsequent training and validation, all scans were saved in TIFF format. The 15 clinical variables consisted of pretreatment CFT values from OCT device and 14 variables from medical records included age, sex, eye laterality, pretreatment BCVA measured by decimal charts (converted to logMAR), intraocular pressure, duration of diabetes mellitus (DM), type of DM, stage of DR, previous PRP, random serum glucose, baseline serum hemoglobin A1c (HbA1c) values, concomitant hypertension, and number and medications of intravitreal injections.

**Preprocessing**

The raw OCT images were first preprocessed to normalize the input data. All saturated pixels with an intensity value of 255 in the OCT images were discarded. The block-matching and 3D filtering (BM3D) (23) method was used for denoising and smoothing the OCT images. The retinal layers were cropped according to the smooth pixel intensity. Finally, the OCT images were resized to 227×227 for AlexNet and 224×224 for both VGG16 and ResNet18. The clinical variables from the medical records and OCT device were retained and saved into a Microsoft Excel spreadsheet (Microsoft Corporation, Redmond, WA, USA, version 2017) and then loaded into the MATLAB workspace (MathWorks, USA, version 2018A).

**OCT image features obtained from DL models**

Three dominant convolutional neural networks [CNNs, including AlexNet (24), VGG16 (25) and ResNet18 (26)] and an ensemble DL scheme pretrained on the ImageNet database containing more than a million natural images and a thousand object categories were included in the pretreatment OCT images. The CNNs were fine-tuned via transferred learning, which included freezing weights of the convolution layers that are already optimized to recognize the structures found in images in general at varied depths in the networks, and replacing the deep layers with novel fully connected layers and task layers to be retrained for our new tasks using back propagation algorithm. The architecture on the CNNs was summarized in Table S2. After fine-tuning the three pretrained CNNs, the deep visual features of OCT were extracted from the fully connected layers.

**Predictive ensemble CML algorithms**

To predict the CFT and BCVA at 1 month after 3 monthly anti-VEGF injections in patients with DME, an ensemble CML scheme was integrated with four benchmark models: lasso (27), SVM (28), decision tree (29) and random forest (30). For these four CML models and ensemble CML scheme mentioned above, in which the inputs included integrated features by combining the deep visual features extracted from the ensemble DL scheme and the clinical variables, were used to predict the output for CFT and BCVA.

The four benchmark models were further integrated to maximize their characteristics and overcome the instability due to limited sample size. The samples were randomly drawn to construct subsets, with each sample being profiled by the integrated features via combining with deep visual features and clinical variables. Four regression models on each subset were trained independently, and then the
predicted results were recorded. A probability map of the prediction values was generated, and the mean value of prediction values in the most concentrated regions of the map was employed as the final prediction. Throughout the experiment, 20 subsets were constructed by random sampling from the training set. The four regression models were independently trained on each subset, resulting in 80 predictions for both CFT and BCVA tasks, and a histogram of 80 predictions was created. The three most frequent values were averaged to measure the regression task of CFT prediction. The averaged value for the regression task of BCVA prediction was computed similarly. The three most frequent values were considered reliable and stable predictions among the repetitive experiments.

**Evaluation of models**

To assess the quality of the predictions per model, three popular evaluation metrics were applied: the mean absolute error (MAE) \( (\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - l_i|) \), the root mean square error (RMSE) \( (\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - l_i)^2}) \), and \( R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - l_i)^2}{\sum_{i=1}^{n} (l_i - \bar{l})^2} \).

In the above mathematical formulas, \( l \) is the true outcome, \( \bar{l} \) is the mean value of \( l \), \( y \) is the prediction, and \( i \) is the number of patients. The lower the MAE and RMSE values, the closer the predicted CFT and BCVA values were to the true value. When the accuracy of each algorithm was described, both the values were usually indicated. The RMSE applied a heavier penalty for the outliers, thereby allowing us to select a more robust algorithm that was specifically helpful if the MAE was comparable between the tested models. Since the CFT and BCVA values were not of the same order of magnitude, their MAEs or RMSEs were considered incomparable. Thus, the normalized \( R^2 \), which is the coefficient of determination, was used to show the goodness-of-fit of the model (31). As shown in the formula, \( R^2 \) values closer to 1 indicate a better degree of model fitness.

To test the accuracy of our models for predicting the response of DME eyes towards the 3 monthly anti-VEGF injections, receiver operating characteristic (ROC) curves and area under the curve (AUC) values were calculated as a comprehensive evaluation. Good anatomical and functional responses to anti-VEGF injections were defined as a CFT reduction of more than 50 μm (32), and a BCVA improvement of more than 0.1 logMAR, respectively (33), at 1 month after 3 monthly anti-VEGF injections.

**Statistical analysis**

**Internal hold-out validation**

To statistically evaluate the results (MAE, RMSE, \( R^2 \), and AUC), a popular five-fold cross validation (CV) scheme was used on the training dataset. The dataset in this scheme was first randomly split into five independent portions. For each run, four portions were used to train the models, while the last portion was used to evaluate the performance. The experiments were conducted until every portion was tested. The average results after five runs were recorded to measure the overall performance of all models.

**External validation**

In addition to internal validation, OCT images and clinical variables with the same specifications obtained from ZHSMU (not included in internal training and validation), were used to perform an external validation. The results were recorded to evaluate the overall performance of the well-constructed ML system using the best-performing DL model and CML model in the training set.

**Results**

The experimental results are summarized in Table 1. The detailed degree of fitness between predictions and true outcomes was shown in Figure 2, including CFT prediction in the training set (Figure 2A) and the external validation (Figure 2B), and BCVA prediction in the training set (Figure 2C) and the external validation (Figure 2D). The AUC of predicting DME patients who responded to anti-VEGF agents was shown in Figure 3, including CFT prediction in the training set (Figure 3A) and the external validation set (Figure 3B), and BCVA prediction in the training set (Figure 3C) and the external validation set (Figure 3D). To visualize the ensemble ML system's decisions, the weight of different features from clinical variables was shown in Figure 4, including CFT prediction task (Figure 4A) and BCVA prediction task (Figure 4B).

**Model performance in CFT prediction**

To evaluate the accuracy of DL and CML models, the predicted CFT was compared to the true outcomes obtained from the medical records. In the training set, the performance of DL models was shown to be better with a deeper CNN. The ensemble DL scheme demonstrated the
best performance among all the DL models (MAE, RMSE, and $R^2$ was 80.53, 110.19, and 0.57, respectively), and the ensemble CML scheme demonstrated the best performance among all other CML models (MAE, RMSE, and $R^2$ was 66.59, 93.73, and 0.71, respectively). All the CML models showed a better performance than the DL models. The detailed individual degree of fitness was high as most of the data characterized by the predictions and true outcomes were in between the red line and green line in the plot (Figure 2A). For predicting DME patients’ response to anti-VEGF therapy, the best AUC was 0.90 in the training set (Figure 3A).

In external validation (Table 1) using the ensemble DL scheme and the ensemble CML scheme, the MAE, RMSE, and $R^2$ of the CFT task was 68.08, 97.63, and 0.74, respectively, and the mean AUC was 0.94 (Figure 3B), which was slightly better than the performance in the training set. The individual details between the prediction and true outcome showed similar trend as that of the training set (Figure 2B).

After running all the samples, our ML system identified three features that were considered important and showed stable prognostic performances in predicting the CFT: baseline CFT, type of DM and HbA1c (Figure 4A).

### Model performance in BCVA prediction

In the training set, the best results in DL models were shown to be MAE, RMSE, and $R^2$ of 0.25, 0.36, and 0.39, respectively (Table 1). In contrast to the CFT prediction task, no improvement was observed if the CNN was deeper for the BCVA prediction task. For CML models, the ensemble CML scheme achieved the best performance, with the lowest MAE, RMSE, and the highest $R^2$ (0.19, 0.29, and 0.60, respectively). The performance of CML models was better than that of the DL models, which was similar to that of the CFT prediction task. The degree of fitness was high (Figure 2C), and similar to that of the CFT task.
Figure 2 Degree of fitness between predictions and true outcomes of CFT and BCVA. The blue solid line represents the regression of black dots, which are characterized by the predictions and true outcomes of CFT or BCVA changes. The black dotted line, which represents the centerline, showed that the prediction equals the true outcome. The red or green dotted line is the centerline plus or minus 2 times the standard deviation of the predicted value. The closer the blue solid line to the black dotted line, the higher the fitting degree of the model is. A graph is plotted for each prediction task, including the CFT prediction task in the training set (A) and the external validation (B), and the BCVA prediction task in the training set (C) and the external validation (D). CFT, central foveal thickness; BCVA, best-corrected visual acuity; P, prediction; T, true outcome; SD, standard deviation.
Figure 3 The AUC of predicting DME patients who respond to anti-VEGF agents. Good anatomical and functional responses to anti-VEGF injections were defined as CFT reduction of more than 50 μm and BCVA improvement of more than 0.1 logMAR, respectively, at 1 month after 3 monthly anti-VEGF injections. The predicted CFT and BCVA values were converted to prediction probabilities using the rule of positive correlation. A series of true positive rates (TPRs) and false positive rates (FPRs) were obtained to form the receiver operating characteristic curve (ROC). The AUC was then calculated as the area of ROC and FPR axis. The TPR is defined as the sensitivity, and the FPR is “1 − specificity”. The AUC of the external validation represents the performance of the ensemble learning system using the ensemble DL scheme and the ensemble CML scheme. A graph is plotted for each prediction task, including the CFT prediction task in the training set (A) and the external validation set (B), and the BCVA prediction task in the training set (C) and the external validation set (D). AUC, area under the receiver operating characteristic curve; CFT, central foveal thickness; BCVA, best-corrected visual acuity.
Figure 4 The weight of different features from clinical variables. Our ensemble learning system identified the weight of different features from twenty clinical variables after running all the samples. The plot demonstrated the weight of different features for CFT prediction task (A) and BCVA prediction task (B). The light blue bar indicates the importance of feature as average for the system on different test runs (5 in total). The higher the light blue bar is, the more important the corresponding feature is for the prediction task. The deep blue bar shows the standard deviation for the model, indicating the stability of the feature. When the light blue bar overlays with the deep blue bar, the feature was shown to be more stable during the test runs. CFT, central foveal thickness; BCVA, best-corrected visual acuity; DM, diabetes mellitus; HbA1c, serum hemoglobin A1c values; DR, diabetic retinopathy; PRP, previous pan retinal photocoagulation.

Discussion

The current study developed an ensemble ML system that consisted of four DL models and five CML models to predict the CFT and BCVA values at 1 month after 3 monthly anti-VEGF injections in patients with DME. According to the results of our study, the ensemble ML system accurately predicted the posttreatment CFT and BCVA based on pretreatment OCT images and clinical variables.

Previous studies have shown that prognostic information of patients with DME could be obtained from pretreatment...
OCT images. For example, the preservation of intact inner and outer segment junction and external limiting membrane layer before anti-VEGF treatment showed better improvement with CFT and BCVA values after treatment (34-36). In addition, eyes with thicker baseline subfoveal choroidal thickness demonstrated better short-term anatomical and functional responses (10). However, in the past, these pretreatment parameters were used to estimate the likelihood of good or poor treatment response only, and an accurate prediction of posttreatment response was considered not feasible at that time.

So, there is an increasing need to develop precise prognostic predictions in DME patients after anti-VEGF therapy due to increasing number of both DME patients and anti-VEGF medications used (37). With the development of ML, more opportunities than ever were obtained to accurately predict the posttreatment outcomes of anti-VEGF therapy in DME patients. The ML models by using various algorithms can generate more specific and accurate predictions after undergoing training with different morphological, functional, and demographic data.

The posttreatment CFT and BCVA was attempted to predict inpatients with DME based on pretreatment OCT images using the ensemble DL scheme integrated with three benchmark DL models. However, the accuracy of the prediction was shown to be suboptimal. The results were not surprising because the posttreatment outcomes of DME were associated with many factors other than the structure of the retina (38). Therefore, both pretreatment OCT images and fifteen clinical variables that had potential association with treatment outcomes of DME were included into the well-constructed ensemble CML scheme. The model automatically processed vital information (also called “features”) for predicting the prognosis and generated the output of CFT and BCVA predictions based on the integration of the above features. Recent studies have shown that the ensemble scheme outperformed each individual alternative, improving the performance obtained by each characterization model separately (39,40). According to a study, an ensemble scheme of four different CNNs was introduced to automatically segment and characterize photoreceptor alteration in macular disease. The results showed that the ensemble scheme outperformed each of its constitutive models with higher Dice coefficient, precision and sensitivity (39). Similarly, the accuracy of the prediction was performed by integrating the ensemble DL scheme and the ensemble CML scheme, which remained satisfactory according to the results of our study. These results indicated that the integration of different sources of information assists in better characterizing the outcome measures, subsequently obtaining more accurate prediction of CFT and BCVA.

The results of our study suggested that for predicting the posttreatment CFT and BCVA values in DME patients, DL models based on OCT images alone were considered insufficient. To achieve a higher accuracy for prediction, other clinical information associated with treatment outcomes should be included in the CML models. This approach is consistent with a well-known fact that the treatment outcomes of DME are affected by many factors, such as clinical variables that reflect the previous physical conditions. The clinical variables selected in our study included duration of diabetes, stage of DR, blood glucose and baseline HbA1c, wherein all these were early phases of DM and DR that showed association with DME treatment outcomes (20,41). Previous studies have indicated that DME patients with a serum HbA1c level of ≤7.0% demonstrated a significant improvement in CFT and BCVA values after undergoing anti-VEGF therapy (19,41). Consistently, the pretreatment CFT, type of DM, and HbA1c showed excellent prognostic performance in CFT prediction according to the weights of different features in our models (Figure 4). The second reason as to why the CML models out-performed the DL models in our study was due to the differences in engineering between the two learning models. Usually, DL requires large-scale data to train task-specific feature representation, while CML models require relatively fewer data due to their intrinsic learning strategies. In addition, the DL models directly take raw OCT images as input, while the CML models take image features and clinical data features that have been optimally selected. Therefore, for future predictions, for tasks involving multifactorial diseases such as DME, CML algorithms should be used as they consider multiple factors and are considered effective even when the data are relatively small-scale (empirically <500).

With increasing number of DME patients and anti-VEGF injections worldwide, our ML system was shown to be potentially useful for physicians who oversee the treatment of DME patients. Accurate prediction of two major posttreatment outcomes of DME (CFT and BCVA) provides physicians with valuable information regarding the response of patients to the treatment. This information can help the physician to make better treatment plans for the patients. For patients who are predicted of not benefitting from anti-VEGF treatment, other treatment modalities are...
recommended, such as anti-inflammatory therapy. On the other hand, personalized treatment response prediction of our system assists physicians to deliver a more customized and precise patient education on treatment outcomes in DME patients. For those patients who are predicted to respond well to anti-VEGF treatment, the promising outcomes regarding anti-VEGF treatment should be emphasized and patients should be encouraged to adhere to the standard treatment regimen. The psychological burden of patients can be reduced in this way, so that patients can better comply with the treatment plan to obtain better treatment effects. More importantly, the predictions from our system were based on common clinical information of DME patients, such as OCT images, with widely used algorithms. This allows more physicians to use the system without the need for additional investment on new ocular examination machines and artificial intelligence computation.

Due to its potential in accurate prediction by combining multiple parameters from a relatively small dataset, our ensemble ML system can also be used in automatic diagnosis or prognosis prediction of many other multifactorial ocular or systemic diseases. Nevertheless, our study has some limitations that should be acknowledged. The outcome prediction in our study was performed in DME eyes treated with anti-VEGF agents, but DME eyes treated with intravitreal injection of other medications such as steroids were not included. However, the ML system that has been developed is expected to predict the outcomes of treatments other than anti-VEGF therapy, if trained properly. A large-sample size and long-term prospective cohort study to optimize the model parameters, and to build a more accurate and stable system for predicting posttreatment outcomes of DME are warranted.

In conclusion, the advanced ML, including DL and ensemble learning, successfully assisted in predicting the postoperative CFT and BCVA values based on pretreatment OCT images and clinical variables in DME patients treated with anti-VEGF. For prediction at 1 month after 3 monthly anti-VEGF injections, the prediction of posttreatment indexes based on our well-constructed ML system might help to better manage the therapy and follow-up in DME patients. Besides, this ML system can be used to predict the treatment outcomes in DME patients, even in a relatively small dataset. Further refinements of the prediction system can be achieved by including larger sample size and conducting longer-term prospective cohort studies in the future.
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Visualization method of ensemble DL scheme

To visualize the critical components in OCT images that are highly correlated with CFT and BCVA prediction, a popular occlusion test was used to interpret the results and increase model transparency. A blank 100×100 pixel box was systematically moved across every possible position in the image and the probabilities of the prediction were recorded. The highest drop in the probability represents the part of the OCT image that is most critical for accurate classification (shown as the red part in the Figure S1). Furthermore, whether the identified regions by occlusion test were the most clinically significant areas of predictive basis in DME eyes was further verified by our retinal specialists (VH, DC, and HY).

Figure S1 Occlusion test for visualization of ensemble deep learning scheme. Occlusion test successfully identified the predictive basis in the OCT images from different patterns of DME eyes. An occlusion map was generated by convolving an occluding kernel across the input image. The occlusion map is created after prediction by assigning the SoftMax probability of the correct label to each occluded area. The occlusion map could then be superimposed on the input image to represent the critical components in OCT images that showed highly correlation with the accurate prediction of CFT and BCVA in DME patients. The red part represents high correlation, while the blue part represents low correlation.

Table S1 Patient demographics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Training set</th>
<th>Validation set</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of patients [female]</td>
<td>208 [143]</td>
<td>41 [22]</td>
</tr>
<tr>
<td>No. of eyes</td>
<td>304</td>
<td>59</td>
</tr>
<tr>
<td>Age, mean (SD), years</td>
<td>57.14 (13.90)</td>
<td>56.81 (13.96)</td>
</tr>
<tr>
<td>Preoperative CFT, mean (SD), μm</td>
<td>489.13 (214.37)</td>
<td>447.63 (186.36)</td>
</tr>
<tr>
<td>Postoperative CFT, mean (SD), μm</td>
<td>334.15 (137.53)</td>
<td>303.54 (92.47)</td>
</tr>
<tr>
<td>No.(percentage) of eyes responding in CFT</td>
<td>202 (66.45)</td>
<td>40 (67.80)</td>
</tr>
<tr>
<td>Preoperative BCVA, mean (SD)</td>
<td>0.79 (0.55)</td>
<td>0.57 (0.36)</td>
</tr>
<tr>
<td>Postoperative BCVA, mean (SD)</td>
<td>0.44 (0.41)</td>
<td>0.32 (0.28)</td>
</tr>
<tr>
<td>No.(percentage) of eyes responding in BCVA</td>
<td>200 (65.79)</td>
<td>37 (62.71)</td>
</tr>
</tbody>
</table>

No., number; SD, standard deviation; CFT, central foveal thickness; BCVA, the best-corrected visual acuity [in the logarithm of minimum angle of resolution (logMAR) unit].
Table S2 The properties of applied CNNs

<table>
<thead>
<tr>
<th>Networks</th>
<th>AlexNet</th>
<th>Vgg16</th>
<th>ResNet18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth</td>
<td>8</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>Parameters (millions)</td>
<td>61.0</td>
<td>138</td>
<td>11.7</td>
</tr>
<tr>
<td>Image input size</td>
<td>227-227-3</td>
<td>224-224-3</td>
<td>224-224-3</td>
</tr>
</tbody>
</table>

Depth means the largest number of fully-connected layers or sequential convolutional layers on a path from the input layer to output layer. Parameters were defined as the number of weights in the networks. The image input size means the required sizes of input images, in which 3 is the number of color channels and 227 or 224 is the number of pixels. VGG, visual geometry group.