
Page 1 of 7

© Annals of Translational Medicine. All rights reserved.   Ann Transl Med 2020;8(7):450 | http://dx.doi.org/10.21037/atm.2020.03.132

Deep learning for detecting corona virus disease 2019 (COVID-19) 
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Background: To evaluate the diagnostic efficacy of Densely Connected Convolutional Networks 
(DenseNet) for detection of COVID-19 features on high resolution computed tomography (HRCT).
Methods: The Ethic Committee of our institution approved the protocol of this study and waived the 
requirement for patient informed consent. Two hundreds and ninety-five patients were enrolled in this study 
(healthy person: 149; COVID-19 patients: 146), which were divided into three separate non-overlapping 
cohorts (training set, n=135, healthy person, n=69, patients, n=66; validation set, n=20, healthy person, n=10, 
patients, n=10; test set, n=140, healthy person, n=70, patients, n=70). The DenseNet was trained and tested 
to classify the images as having manifestation of COVID-19 or as healthy. A radiologist also blindly evaluated 
all the test images and rechecked the misdiagnosed cases by DenseNet. Receiver operating characteristic 
curves (ROC) and areas under the curve (AUCs) were used to assess the model performance. The sensitivity, 
specificity and accuracy of DenseNet model and radiologist were also calculated. 
Results: The DenseNet algorithm model yielded an AUC of 0.99 (95% CI: 0.958–1.0) in the validation set 
and 0.98 (95% CI: 0.972–0.995) in the test set. The threshold value was selected as 0.8, while for validation 
and test sets, the accuracies were 95% and 92%, the sensitivities were 100% and 97%, the specificities were 
90% and 87%, and the F1 values were 95% and 93%, respectively. The sensitivity of radiologist was 94%, 
the specificity was 96%, while the accuracy was 95%. 
Conclusions: Deep learning (DL) with DenseNet can accurately classify COVID-19 on HRCT with 
an AUC of 0.98, which can reduce the miss diagnosis rate (combined with radiologists’ evaluation) and 
radiologists’ workload.

Keywords: COVID-19; deep learning (DL); high resolution computed tomography (HRCT)

Submitted Feb 26, 2020. Accepted for publication Mar 09, 2020.

doi: 10.21037/atm.2020.03.132

View this article at: http://dx.doi.org/10.21037/atm.2020.03.132

450

Original Article

https://crossmark.crossref.org/dialog/?doi=10.21037/atm.2020.03.132


Yang et al. DL for detecting COVID-19

© Annals of Translational Medicine. All rights reserved.   Ann Transl Med 2020;8(7):450 | http://dx.doi.org/10.21037/atm.2020.03.132

Page 2 of 7

Introduction

Since  December  2019,  some novel  corona  v i rus 
(COVID-19) patients emerged in Wuhan, Hubei, China, 
while early cases were related to the seafood market with 
wild animal trade (1). The new type of coronavirus was 
detected from infected airway epithelial cells (2), and named 
as sever acute respiratory syndrome-related coronavirus 2 
(SARS-CoV-2) (Gorbalenya AE. Severe acute respiratory 
syndrome-related coronavirus – The species and its viruses, 
a statement of the Coronavirus Study Group [J]. BioRxiv 
2020). SARS-CoV-2 are RNA viruses belonging to the 
family Coronaviridae and the order Nidovirales, as well 
as severe acute respiratory syndrome coronavirus (SARS-
CoV) and Middle East respiratory syndrome coronavirus 
(MERS-CoV) (2-4), which have emerged as major global 
health threats since 2002 and 2012 that spread to 37 
countries and 27 countries (3-5). On January 20, 2020, 
the National Health Commission of the People’s Republic 
of China categorized the COVID-19 pneumonia into 
type B infectious disease and announced to take it as type 
A measures in preventing and controlling this disease. 
To mitigate the spread of SARS-CoV2, the national 
government has implemented traffic control in Wuhan and 
some nearby cities since Jan 23–24, 2020.

At present, COVID-19 patients are diagnosed mainly by 
real-time PCR (RT-PCR) to detect SARS-CoV-2 nucleic 
acid. Recently, due to the limited supply of RT-PCR kit and 
false-negative nucleic acid cases emerged, some experts have 
proposed to diagnose suspected cases using the time-saving 
chest computed tomography (CT) rather than RT-PCR (6). 
The typical clinical symptoms, epidemiological history and 
positive CT images are vital indicators to the identification 
of suspected patients. How to identify the positive CT 
images from massive number of CT images quickly and 
accurately, especially in the epidemic area, is a hot topic 
recently.

Deep learning (DL) has been proved to be an effective 
method on CT images to classify common imaging signs 
of lung diseases in recent years. Sun et al. proposed a Lung 
Image Database Consortium (LIDC) database and tested 
some DL methods include Convolutional Neural Network 
(CNN) (7). Kang et al. show that improved CNN perform 
better on LIDC classification problems (8). Besides all that, 
DL has been widely used in the automatic diagnosis (9), 
lung nodules detection (10) and classification (11). Densely 
Connected Convolutional Networks (DenseNet) (12), an 
improved CNN, which can extract the shallow features and 

inner representation of the image simultaneously, shows 
great performance in ImageNet (13) classification task.

Our hospital is the designated center for diagnosis and 
management of infectious diseases in Shanghai and is also 
WHO designated training organization for new emerging 
infectious diseases. The purpose of this study is to develop 
a DL model to evaluate the efficacy of DenseNet for 
detection of COVID-19 features on high resolution CT 
(HRCT). 

Methods

Datasets

The Ethic Committee of Shanghai Public Health Clinical 
Center, Fudan University approved the protocol of this 
study and waived the requirement for patient informed 
consent (No. YJ-2020-S035-01).

From January 20 to Feb 1, 2020, a total of 156 confirmed 
cases of COVID-19 in Shanghai were admitted to our 
hospital. In this study, the inclusion criteria were followed 
as: (I) patients with a positive SARS-CoV-2 nucleic acid 
antibody detected by the Center for Disease Control (CDC), 
Shanghai, and re-checked by national CDC; (II) patients 
with chest thin-section HRCT scanning; (III) HRCT 
showed pulmonary lesions; (IV) healthy persons’ HRCT 
images originated from the same CT scanner; the exclusion 
criteria was patients also with criteria of other pneumonia, 
such as bacterial or other virus pneumonia.

Two hundred and ninety-five patients (male: female, 
154:141; median age, 37.5 years old; age range, 15–80 years) 
were enrolled in this study, in which, 149 were healthy 
person and 146 were patients with positive SARS-CoV-2 
nucleic acid antibody (10 patients without pulmonary 
lesions on HRCT were excluded). Then we divided these 
CT images into three separate non-overlapping cohorts, 
one was used for algorithm development (training set, 
n=135, healthy person, n=69, patients, n=66), another was 
used for hyperparameter selection during development 
(validation set, n=20, healthy person, n=10, patients, n=10), 
and the rest was used for algorithm testing, (test set, n=140, 
healthy person, n=70, patients, n=70). 

Image preprocessing 

It was impossible to train the algorithms using full 
volumetric  HRCT images,  which may consist  of  
300–500 axial image slices per patients. Therefore, each 
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CT scan underwent a preprocessing step to select target 
slices before algorithm training. For patients’ CT scans, 
images containing ground glass opacity (GGO), GGO with 
consolidation or consolidation were selected (14). While, 
for healthy control, we first identified the pulmonary 
parenchyma area by lung segmentation, and then images 
containing pulmonary parenchyma were selected out every 
3 slices. Lung windowing (window width= 1,200 Hu, 
window level= –600 Hu) is performed over all image slices 
to increase the internal contrast of lungs CT scans. 

Algorithm development

We implemented our method with PyTorch1.1.0 (15). 
The workflow of the model building was demonstrated in  
Figure 1. The process of training was optimized by 
stochastic gradient descent (SGD) with step learning Rate, 
which initial values were: the momentum was 0.9, Step 

Size was 5, and considering the features of the lung CT 
images should not be affected by the direction, we used 
Random Flip as a data argumentation method. Training 
for our model on CT images took 20 epochs with batch 
size 32 image with two Nvidia 1080Ti GPU. Test process 
took about3seconds for a batch of 32 images, and about  
30 seconds for whole volumes of CT Scan for a patient. 

Algorithm testing

The class activation maps (CAM) (16), calculated by output 
feature maps of the last convolutional layer, highlighted the 
importance of the image region to the prediction (Figure 2).  
The CAM classified as coronary pneumonia; red region 
indicates the discriminative region used by CNN to identify 
the category. 

The performances of models were evaluated by assessing 
the accuracy on test set of 74 patients and 70 healthy 

Figure 1 The workflow of DenseNet with 4 blocks. Dense Block 1 illustrate a three-layer block with dense connectivity. Pooling and Linear 
refer to global average pooling and fully connected layer.
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Figure 2 CAM calculated by output feature maps of the last convolutional layer. (A) HRCT shows GGOs with consolidation in the 3 
segments of the lung (→); (B) The red and light blue regions represent areas activated by the DenseNet, while the dark purple background 
represents areas that are not activated. This shows that the DenseNet is focusing on parts of the image where the disease is present (→). 
HRCT, high resolution CT.
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Figure 4 The sensitivity, specificity, accuracy and F1 value along with the change of threshold value (validation set).

Figure 3 Receiver operating characteristic plots for COVID-19 identification for the DenseNet algorithm (A: validation set; B: test set).
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persons. The output of the model represents the probability 
of the image classified into the two categories (patients 
or healthy person). Then, the classification result of one 
object is achieved by removing 10% of the images from the 
subject before and after and averaging the probability of 
the rest images. A radiologist with 6 years of chest imaging 
diagnosis experience was also blindly to evaluate the CT 
images in the test set.  

Statistical analysis

All statistical analyses were performed by using Python 3.7.6 
and sklearn 0.22.1. On the validation and test sets, receiver 
operating characteristic curves (ROC) and area under the 
curves (AUCs) were determined. Sensitivity, also named 
true positive rate (TRR), was percentage of positive patients 
who were correctly discriminated. Specificity, also named 
true negative rate (TNR), was percentage of negative 

persons who were correctly discriminated. Accuracy was 
the percentage of subjects with TRR and TNR. AUC was 
an index to measure the performance of the classifier. F1 
score was a measure of the accuracy of a binary model. The 
COVID-19 patients were supposed to positive cases. We 
accessed the sensitivity, specificity, accuracy and F1-score, 
respectively, along with the change of threshold value. 
The radiologist diagnostic efficacy was also evaluated by 
sensitivity, specificity and accuracy (fourfold table analysis). 

Results

The performance was evaluated on subject-level. The 
DenseNet algorithm model yielded an AUC of 0.99 (95% 
CI: 0.958–1.0) in the validation set and 0.98 (95% CI: 
0.972–0.995) in the test set (Figure 3). Due to the purpose 
of our study, we expected a higher value of sensitivity, so the 
threshold value was identified as 0.8 in our study (Figure 4). 
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For validation and test sets, the accuracies were 95% and 
92%, the sensitivities were 100% and 97%, the specificities 
were 90% and 87%, and the F1 values were 95% and 93%, 
respectively (Table 1). The sensitivity of radiologist was 94%, 
the specificity was 96%, while the accuracy was 95% (Table 2). 

Discussion

As of Feb 21, 2020, nearly 76,769 cases of COVID-19 have 
been confirmed globally, while 75,569 are in China with 
at least 2239 deaths (17). The suspected patients should 
be confirmed by RT-PCR of COVID-19 nuclei acid test 
(5,6). For the epidemic source area, the limited amount 
of RT-PCR kit results in many suspected patients even 
the unknown potential patients, who are vital source of 
infection. Chest CT is widely used to detect pulmonary 
lesions and evaluate the therapeutic effect timely (7). Due 
to the overburdened medical work, especially for the 
radiologists in the infection specialist hospital, it is easy to 
miss the small pulmonary lesions, especially for the patients 
in an earlier stage (14), to make the misdiagnosis, which is 
not conducive to early treatment and isolation. 

DL has demonstrated superior performance in lung nodule 
classification of CT image (11). Compared to other CNN 
model, DenseNet contain more shorter connections between 
layers which can strengthen feature propagation and encourage 

feature reuse. Such a deep supervision (18) mechanism has 
proven to be beneficial for medical imaging, such as UNet 
++ (19). In this study, we trained a DL algorithm to detect 
COVID-19, which were confirmed by positive nuclei acid test 
results. In the test set, the sensitivity of DenseNet classifier 
was 97%, while the accuracy was 92%, which is similar to a 
young radiologist with a relative mild burdened medical work 
situation. But, compared to a radiologist who needs 5–10 
minutes to diagnose a CT scan, DenseNet classifier only takes 
about 30 seconds to give the final result. 

We also rechecked the false positive and false negative 
cases misclassified by DenseNet classifier. We found that, 
to the false positive cases in the healthy persons group, 
the misidentification areas focused on the like-GGO 
generated by the partial volume effect of pulmonary vessels 
through the axial section obliquely, the respiratory motion 
artifacts mainly located in the basal segment of the lung 
or the subpleural nonspecific inflammation results from 
the cardiovascular physical motion. To the false negative 
cases in COVID-19 group, the pulmonary lesions were 
all solitary and focal, manifested as pure GGOs (size: 1.5 
and 0.89 cm, CT value: −759.55 and −588.42 Hu). We 
also found that some slight lesions were misdiagnosed by 
radiologist but detected by DenseNet classifier accurately. 
Those indicated that our model reflects high sensitivity and 
specificity, although with some misdiagnosed cases. The 
radiologists could achieve more accurate results, combined 
with our model. Such an improvement was of great clinical 
significance. It could save a lot of doctors’ diagnosis time, 
devoted more valuable time to other professional work, and 
greatly improved clinical care for patients.

There are some limitations in our study. Firstly, it is a 
pilot study about the DL application in a new emerging 
pneumonia detection with limited number of COVID-19 
patients. Secondly, in order to evaluate the efficacy of 
DenseNet for detection of COVID-19 on CT, we enrolled 
the healthy and COVID-19 patients without other 
pathogen pneumonia. The DL applied in differentiating 
COVID-19 from other pathogen pneumonia is under 
research in our team. Thirdly, the impact of equipment 
differences is not currently considered, and subsequent 
research needs to include data from different sources to 
verify the generalization ability of the model.

Conclusions

In conclusion, we developed a DL model with human-
level performance for detecting COVID-19 on high-

Table 1 DenseNet Algorithm performance with the threshold of 0.8

Parameter 
Validation 
dataset

Test dataset Radiologist

AUC (95% CI) 0.99 (0.958–1.0) 0.98 (0.972–0.995) –

Accuracy (%) 95 92 95

Sensitivity (%) 100 97 94

Specificity (%) 90 87 96

F1 score (%) 95 93 –

AUC, area under the curve.

Table 2 Fourfold table of radiologist’s diagnostic efficacy on the 
test set

COVID-19 patients Healthy person

Radiologist positive 66 3

Radiologist negative 4 67

Sensitivity =66/70 (94%); Specificity =67/70 (96%); Accuracy = 
(66+67)/140 (95%).
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resolution CT. The accuracy detection with an AUC of 0.98, 
which is valuable for reducing the miss diagnosis rate and 
radiologists’ workload.
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