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How to use statistical models and methods for clinical prediction
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One of the main aims of statistics is to control and model 
variability in observed phenomena. A second important 
aim is to translate the results of such modelling into 
clinical decision-making, e.g., by constructing appropriate 
prediction models. Currently, model-based individualized 
predictions play an important role in the era of personalized 
medicine, where diagnosis and prognosis of a clinical 
outcome are based on a large number of observed clinical, 
individual and genetic characteristics (1). The paper by 
Zhou et al. (2) describes an interesting summary of clinical 
prediction models that range from the establishment of a 
clinical problem, study design and data collection to the 
identification, construction, validation and assessment 
of the effectiveness of a prediction model. Moreover, it 
presents a brief discussion about the necessity to update a 
clinical prediction model over time and current practical 
issues. Finally, most of the paper is dedicated to the 
implementation in R of the different steps of construction, 
validation and effectiveness of two key examples of 
prediction models, the logistic regression model for 
categorical data and the Cox proportional hazards model for 
survival data (time-to-event data). The overview of how to 
apply the different R packages is highly useful and promotes 
the translation of statistical theory to its practical use.

Zhou et al. (2) mention that machine learning is 
used to build models, mostly nonparametric models. In 
reality, machine learning can be both parametric and 
nonparametric, just as there exist parametric, semi-
parametric and nonparametric statistical models. Machine 
learning methods are created for the purpose of providing 
the most accurate predictions possible, and therefore 

parameter interpretability is traditionally not the focus of 
this approach. Machine learning uses statistical models 
to learn from the data with the aim to make repeated 
predictions using “new” external data (called testing set). 
That is the reason why it works well and is suitable for a 
large amount of data.

On the other side, statistical regression models are 
typically constructed to make inference on the effects of 
clinical predictors, i.e., to infer the relationships between 
variables and discover insights in the underling target 
population. However, statistical models can also be used to 
predict future outcome values and they can be compared in 
terms of prediction accuracy. Moreover, statistical models 
require an inferential and probabilistic theory with well-
defined properties and can also fit a relatively small sample 
of data. Therefore, these two different approaches integrate 
each other and should not be considered as contrasting 
approaches when the purpose is prediction (3). Indeed, 
it is not necessarily true that machine learning provides 
an improvement in predictive performance over classical 
statistical methods, as shown in same practical examples 
(4,5). However, other clinical studies showed that machine 
learning is superior (6). 

The authors write that in algorithms of machine learning, 
the clinical interpretation of nonparametric models is 
difficult. This is in general true whatever the statistical 
approach is, when there are only “functions”, rather than 
single-value regression coefficients, to quantify the effects 
of predictors on the clinical outcome. Nonparametric or 
semi-parametric techniques are nowadays very useful to 
find a valid statistical model that is free from restrictive 
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assumptions, which are often not fulfilled when fitting 
complex clinical data. In the literature there exist various 
semi-parametric and nonparametric extensions of survival 
Cox models (7). 

Direct and simpler clinical interpretation of the resulting 
estimates is a general issue that not only concerns regression 
coefficients, but also involves regression model specification. 
A recent example of that is the open discussion in the 
medical scientific community about hazard ratios resulting 
from a fitted survival Cox model. Often the primary clinical 
interest is on survival probabilities or alternative summary 
measure over the entire follow-up. Hazard ratios are 
difficult to interpret, and it is hard to translate their effects 
into clinical benefits due to prolonged survival time (8). 
For these reasons, there is an increasing interest towards 
alternative regression models where regression coefficients 
quantify direct effects of predictors on survival probability, 
survival mean life or residual mean life (9).

The methods described in Zhou et al. (2) are only a 
few basic examples of a very extensive literature about 
statistical models for clinical data and related techniques for 
prediction performance. In regard of this, as also stressed in 
the paper by the authors, it is very crucial to strengthen the 
collaboration between clinical scientists and biostatisticians 
in order to choose the most appropriate statistical tools for 
the specific clinical problem at hand. 

Concerning variable selection in regression analysis, 
existing statistical methods such as likelihood ratio test, Wald 
chi-square test, Akaike Information Criteria, etc. should 
not be considered as contrasting options, since they answer 
to different questions. These methods support each other 
in the complex process of variable selection, which also 
requires a strict collaboration between clinical researchers 
and statisticians, and thus we should not expect to have a 
“best” method for variable selection. For example, likelihood 
ratio test is used to compare models in terms of increased 
explained variability, while Wald chi-square test refers to 
statistical significance of a single covariate. The reason why 
some studies reports contrasting results about significance of 
covariates might be due to many reasons, e.g., background 
population from which the data are sampled might be 
different, collinearity between variables is present, statistical 
interactions between variables have been ignored, etc. 

To study the prediction accuracy of prediction models, 
we should assess discrimination, calibration and be able to 
compare performance of different prediction models. Many 
indexes are nowadays available. Some of them are designed 
to measure the ability of the model to discriminate, e.g., 

the c-index (10) and the area under the ROC curve (11). 
However, these indexes do not account for calibration of 
the model, which is also an important aspect to ensure 
accurate predictions. Calibration has the purpose to 
measure the agreement between observed outcomes and 
predicted probabilities. The paper by Alba et al. (12) provides 
a very good and complete user’s guide to obtain a clinical 
prediction model, illustrating the application of available 
indexes. Moreover, the literature offers novel measures of 
prediction accuracy based on the proportion of explained 
variance to quantify the potential predictive power, and on 
the proportion of explained prediction error (13).

Zhou et al. (2) underlines the importance of external 
data, as well as internal data, for model validation in 
assessing prediction accuracy. This fact is essential to be 
able to translate the model predictions into the process 
of clinical decision making. In addition, when multiple 
validations are performed, a meta-analysis may help to 
summarize overall performance across multiple settings 
and sub-populations (14).

Nomograms are important tools to account for a large 
number of covariates in clinical predictions. An interesting 
and comprehensive application that shows how to derive 
and validate a nomogram is presented by Liu et al. (15). 
The authors discuss whether is more convenient to 
prefer accuracy to practicality when selecting the number 
of variables used to build a nomogram. This is also an 
important practical aspect not to be ignored and suggests 
again that the trade-off between maximal prediction 
accuracy and implementation in clinical practice should 
be well addressed by a collaborative working team of 
biostatisticians and medical doctors. On the other hand, 
the new era of big data encourages considering more and 
more available information (and variables) in future medical 
practice.

Acknowledgments

Funding: G Cortese was supported by the National Project 
PRIN 2017 (Prot. 20178S4EK9), Italian Ministry of 
Education, University and Research.

Footnote

Conflicts of Interest: The author has no conflicts of interest to 
declare.

Ethical Statement: The author is accountable for all 



Annals of Translational Medicine, Vol 8, No 4 February 2020 Page 3 of 3

© Annals of Translational Medicine. All rights reserved.   Ann Transl Med 2020;8(4):76 | http://dx.doi.org/10.21037/atm.2020.01.22

aspects of the work in ensuring that questions related 
to the accuracy or integrity of any part of the work are 
appropriately investigated and resolved.
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