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Applying deep learning in recognizing the femoral nerve block 
region on ultrasound images
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Background: Identifying the nerve block region is important for the less experienced operators who are 
not skilled in ultrasound technology. Therefore, we constructed and shared a dataset of ultrasonic images to 
explore a method to identify the femoral nerve block region.
Methods: Ultrasound images of femoral nerve block were retrospectively collected and marked to establish 
the dataset. The U-net framework was used for training data and output segmentation of region of interest. 
The performance of the model was evaluated by Intersection over Union and accuracy. Then the predicted 
masks were highlighted on the original image to give an intuitive evaluation. Finally, cross validation was 
used for the whole data to test the robust of the results.
Results: We selected 562 ultrasound images as the whole dataset. The training set intersection over union 
(IoU) was 0.713, the development set IoU is 0.633 and the test set IoU is 0.638. For the single image, the 
median and upper/lower quartiles of IoU were 0.722 (0.647–0.789), 0.653 (0.586–0.703), 0.644 (0.555–0.735) 
for the training set, development set and test set respectively. The segmentation accuracy of the test set was 
83.9%. For 10-fold cross validation, the median and quartiles of the 10-iteration sum IoUs was 0.656 (0.628–
0.672); for accuracy, they were 88.4% (82.1–90.7%).
Conclusions: We provided a dataset and trained a model for femoral-nerve region segmentation with 
U-net, obtaining a satisfactory performance. This technique may have potential clinical application.
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Introduction

Regional nerve block is a common anesthesia technique in 
recent years. A successful block requires excellent anesthesia 
experience including the identification of nerves and fascia, 
and good operative skills. Previous studies have shown that 
ultrasound-guided technique could significantly increase 
the success rate of nerve block. However, some studies have 
found that even the use of ultrasound had a high failure 
rate, mainly because a number of operators were trainees 
with less experience and insufficient ultrasonic skills (1). A 
failed nerve block not only leads to a bad experience during 
surgery, but also damages the healthy and even threats the 
life (2). Thus, accurately identifying the nerve block region 
is important for these operators.

Nowadays, artificial intelligence (AI), especially deep 
learning (DL) has been applied in all walks of life. Computer 
vision (CV) is a branch of DL, which plays a crucial role in 
image processing. Former studies have designed different 
methods to achieve ultrasound image segmentation, turning 
out unsatisfied results (3-5). There are few studies applying 
deep neural network in the femoral nerve segmentation 
on ultrasound images. In 2016, Kaggle competition held a 
combat in recognizing the brachial nerve, which inspired us 
to look for better solutions (6).

In the present study, we adopted a deep neural network 
well used in biomedicine to train hundreds of ultrasound 
images of femoral nerve block (7). We aim to construct 
and share a dataset of ultrasound images of regional nerve 
block and to explore a method to identify the region of 
interest for medical images, which may potentially be used 
in clinical practice.

Methods

Materials preparing and model selecting

We retrospectively collected the ultrasound images of the 
femoral nerve from the clinic. All images—they were RGB 
images (it means the image has 3 channels rather than one 
as the grayscale image) after exported from ultrasound 
machines—were selected by three experienced physicians 
to ensure that the femoral nerve regions were clearly 
identified. In order to increase the heterogeneity of the data, 
we tried to involve more patients rather than more images 
from same patients. We removed the peripheral part of each 
image that did not contain the ultrasound signals. Then 

we converted the original RGB images to grayscale ones 
since the ultrasound signal is grayscale. All manual image 
segmentation was performed by an experienced physician 
and verified by the other two with the tool of ‘Labelme’ (8). 
Since the femoral nerve is difficult to identify, we delineated 
the connective tissue surrounded by the iliofascial 
membrane and the iliopsoas, the key area for femoral nerve 
block (9). To ensure anonymity, we confirmed that there 
was no information on the images to identify the patients. 
Research Ethics Boards at the First Affiliated Hospital of 
Sun Yat-sen University approved the protocol. The authors 
are accountable for all aspects of the work in ensuring that 
questions related to the accuracy or integrity of any part of 
the work are appropriately investigated and resolved.

We selected the U-net model to train our data, which is a 
widely used network for biomedical image segmentation (7). 
U-net is an upgrading based on fully convolutional network 
(FCN) (In FCN, all layers are convolutional layers and 
no fully connected layer exists); its architecture is showed 
below (Figure 1). The input image is convolved by multiple 
layers and extracted to numbers of features, which are 
then deconvolved and add the convolved images in shallow 
layers. Finally, the image size of the output layer is the same 
as that of the input layer. The framework is just like the 
word ‘U’, which is where its name comes from. We fed the 
ultrasound images to the input layer and set the manually 
marked masks as the output segmentation map to train the 
model.

Dataset were randomly divided into the training set, the 
development set and the test set. Only the training set fitted 
the model; the development set was used for validation 
during fitting process; and the test set was used to evaluate 
the model.

Hyperparameter setting and data preprocessing

Deep neural networks have numbers of hyperparameters. 
We only focused on the important ones and set the others 
to default values. To speed up calculations, the input images 
were resized smaller—256 (width) × 256 (height) × 1 
(channels)—as demonstrated earlier by the Demo of Kaggle 
competitor Kjetil Åmdal-Sævik (10). All hidden layers and the 
convolution kernel were shown in Figure 1. The activation 
function for each hidden layer was rectified linear unit (ReLU); 
for output layer it was sigmoid function. Each pixel of every 
image was normalized according to Eq. [1], where pn was the 
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normalized pixel while p was the original pixel.

n
pP

255
= 	 [1]

We selected Adam algorithm with default hyperparameters 
as the optimizer (11). We set batch size as 32 and training 
epochs as 75 without early stopping.

Measurements definition

The segmentation quality was evaluated by the metrics of 
intersection over union (IoU), which was defined as Eq. [2]. 
The intersection refers to the area of overlap between the 
predicted mask and manual mask, while the union refers to 
the combination of these two masks (Figure 2).

IntersectionIoU
Union

= 	 [2]

Firstly, we calculated the sum IoU (sum intersection 
over sum union) of all images in training set and test set 
respectively. Then, each IoU of every image was calculated 
to measure the precision. An IoU >0.5 was considered as 
effective segmentation, according which the accuracy was 
defined as Eq. [3]:

Number of  images with IoU > 0.5Accuracy 100%
Number of  total images

= × 	 [3]

Then, the predicted masks of test set were drawn on 
the original image to give an intuitive evaluation and 
comparison with manual segmentation.

Finally, a 10-fold cross validation was applied to evaluate 
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Figure 1 The simplified architecture of U-net. The vertical line and rectangles refer to the input, convolved and output images. The 
convolution kernels are summarized in the right bottom. Conv, convolution; ReLU,  rectified linear unit.
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the robust of results. The whole dataset was enrolled in 
this section. For each fold, the sum IoU and accuracy were 
calculated and illustrated.

Analysis tools and platform

Images, also called data in our study, were managed in a 
sequence of preprocessing, training, prediction and evaluation. 
The data flow pipeline was compiled by Keras with backend 
of Tensorflow (12,13), running on Google Colaboratory 
driven by the GPU of Tesla K80. All processings were coded 
by python 3.6 with necessary modules. For reproducibility, 
we have shared our data and codes on Github (https://github.
com/gscfwid/femoral_nerve_block_computer_vision).

Results

We selected 562 images from 673 ultrasonic images. 
Among these images, 50 images were randomly selected as 
the development set while 62 as the test set. After training, 
the sum IoU was 0.713 for training set and 0.633 for the 
development set. After predicting, the sum IoU of the 
test set was 0.638. The distribution of individual IoU of 
every image in different sets was displayed in Figure 3. 
The median IoU and upper/lower quartiles were 0.722 
(0.647–0.789), 0.653 (0.586–0.703), 0.644 (0.555–0.735) for 
the train set, development set and test set respectively. The 
segmentation accuracy of the test set was 83.9%. 

We selected some representative predicted masks of the 
test set from different IoU levels and highlighted them on 
the original image (Figure 4). 

The 10-fold cross validation was performed on the all 
562 images; one tenth of them were for validation and 
the rest were for training. After fitting and predicting, 
the accuracies and sum IoUs of validation set for the ten 
iterations were calculated and illustrated on Figure 5. The 
median and quartiles of the 10-iteration sum IoUs were 
0.656 (0.628-0.672); for accuracy, they were 88.4% (82.1–
90.7%).

Discussion

Semantic segmentation is a subtype of CV. U-net is a 
powerful tool for image segmentation. Recently, the U-net 
model has been widely adopted in more and more medical 
image processing (14-16). Similar with FCN, both the 
input and output of U-net are images. The deeper layers 
have more abstract characteristics while the shallower layers 
contain more location details (17). The U-net model up-
samples the deeper layers and concatenates with the shallow 
layer to obtain both target characteristics and location 
information. This is the basic theory of U-net image 
segmentation.

In our dataset, images were acquired by ultrasonic 
machines with different manufacturers (e.g., SonoSite, 
Wisonic). The ultrasound transducers, focal depths 
and scan modes during image acquisition were also 
different. As shown in Figure 4, images with worse IoUs 
were characterized by larger field of vision and deeper 
depth (like the second and third rows); mainly because 
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Figure 2 The representation of IoU. IoU, intersection over union.
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Figure 3 The boxplot of IoUs from different datasets. The 
line inside the box refers to the median IoU. The upper and 
lower edges of box refer to the quartiles. The top and bottom 
line of boxplot refers to the extreme value of IoUs. The small 
bubbles refer to outliers. IoU, intersection over union; Devset, 
development set.
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there were relatively less images with characteristics 
above in the training set. If a larger training dataset with 
more comprehensive data is available, we will get better 
segmentation.

At present, CV is widely used in the diagnosis and 
localization of tumors. Its clinical application for regional 
nerve block is insufficient, despite we are not the very first 
to apply this technique in nerve segmentation. Smistad et al.  

and his fellows have tried the U-net into highlighting the 
nerves and blood vessels for ultrasound-guided axillary 
nerve block (18). But it was limited by the very small dataset 
(only 49 subjects). Zhao and Sun improved the U-net in the 
ultrasonic images of brachial plexus block and promoted 
the performance of segmentation (19). The studies above 
demonstrated a great potential for U-net to apply in nerve 
segmentation. Besides nerve, U-net can identify other 
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Figure 4 Representative ultrasound images from the test set at different IoU levels. Each row represents the images of one patient at a 
certain IoU level. The first column represents the original images, the second represents images with manual masks, and the third represents 
images with predicted masks. Both manual masks and predicted masks are highlighted on the original images. IoU, intersection over union.
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tissues (nerve, blood, muscle, etc.) as long as enough 
corresponding images could be marked and learned. It can 
also run very fast and be good at real-time segmentation, 
which may be introduced as basic functions of ultrasonic 
machine in the future. Notably, the data labeling is a 
time-consuming work that requires professional medical 
experience, which brings difficulties for its application in 
the medical fields.

In the present study, we introduced a U-net model 
to solve the ultrasound image segmentation. Despite 
a relatively small dataset was used for training, the 
performance of the U-net model is satisfactory finally. 
However, our study still has several shortcomings. First, the 
dataset was so small, lacking images with large field of vision 
and deep depth. Second, we didn’t use data augmentation, 
which may help to improve the image segmentation 
capabilities. In addition, we only used a simplified U-net to 
train the data. There may be a slight discount in performance 
despite the faster training and forecasting. After further 
improving, we believe that the model will have great clinical 
application potential. 

Conclusions

We provided a dataset and trained a model for femoral-
nerve region segmentation with U-net, obtaining a 
satisfactory performance. This dataset can help train and 
evaluate other similar models in the future. The image-
segmentation technique may have potential clinical 
application. 
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